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ABSTRACT: In many sciences, there are multi-dimensional matrices in various dimensions. Such as, 
image processing, heating problems in physics and mechanics, Objects processing in radar systems, 
Weather Information Processing, and etc. There are storage problems when you are working with multi-
dimensional matrices because the data volume is high. Also, using these matrices in the various 
algorithms is time-consuming and processing time is very high. In this paper, we will convert multi-
dimensional matrix to a one-dimensional matrix (vector) by coding number, in order to reduce storage 
volume and increase the processing speed of the algorithms. 
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INTRODUCTION 
 
 In many sciences, we use data coding for maintaining data security, data storage and data transfer from one 

computer to another. 
 In practice, there are different methods of coding, that each of them have advantages, disadvantages and 

applications. 
 In this paper, we introduce some famous and useful coding methods, and we’ll expression some of the 
advantages and disadvantages of them, and then we using coding by Base for convert a multi-dimensional matrix 
to a one-dimensional matrix (vector), in order to reduce storage volume and increase the processing speed of the 
algorithms. 
 
Introducing Some Coding Functions for Converting Several Numbers to a Unique Number 
 In many sciences, use data coding for maintaining data security, data storage and data transfer from one 
computer to another. 
 In practice, there are different methods of coding, that each of them have advantages, disadvantages and 
applications. 
In this section, we introduce some famous and useful coding methods. 
 
Coding by Pairing Function  
 By this coding, we can convert two numbers to a unique number [Davis and et al 1994, Nayebi 2013, Gödel 
1931]. As follow: 

zyyx x  1)12(2,  
 In this method, we just can convert a pair of numbers to a number in each step. For converting three numbers 

to a unique number, first, we should convert first and second numbers to a number, then code the generated 
number with third number. Like this: 

Suppose, we want to convert three numbers cba ,,  to a unique number: 

zba  ,
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kcz  ,  
k  is a coded number from numbers cba ,, . 
Problems of method: 
1- Increase amount of arithmetic operations if increase count of numbers. Because we have to convert a pair of 
numbers and for other numbers do it again. 
2- In each step, one of numbers appear in a power of 2, so the generated number is exponential and huge. 
3- Decoding the number in order to get initial numbers is time consuming and difficult. 
 
Coding by Gödel Function 
 In this coding method we can code several numbers to a unique number simultaneously [Kohlenbach 2010, 
Doria and Doria 2011, Negadi 2008]. As follow: 

....7.5.3.2,...],,,[ dcbadcba 
 

 In this method, each of the numbers, appear to power of one of prime numbers. 
 The advantage of this method compared to Pairing Function is that, it can code several numbers 
simultaneously. 
Problems of method: 
1- The achieved number is exponential and huge, and maybe we encounter lack of storage space in the computer 
variables. 
2- Obtaining prime numbers, need to a separate algorithm. This action reduces the speed of the Gödel's algorithm. 
It increases order of Gödel's algorithm. 
 
Coding by Cantor Pairing Function 
 Cantor Pairing Function can convert a pair of nonnegative integer numbers to a unique number [Cegielskia 
1999, Doria and Doria 2011]. 

Cantor pairing function is defined as follows, and we will be represented by symbol  . 

NNN :  

2212121 )1)((
2

1
:),( kkkkkkk 

 

The function takes a pair of nonnegative integer 21,kk
 and get 

),( 21 kk
 to output. 

Cantor pairing function for more that 2 parameters: 

 nn

n

nn

n kkkkkk ),,...,(:),,...,( 11

)1(
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



  
 

Figure 1 shows numbers that generated by algorithm. 
 

 
Figure 1. the numbers generated by cantor pairing function's algorithm 

 
In order to decode cantor pairing function we can do as follows: 

y
yxyx

yxz 



2

)1)((
),(

 
yxw   

2

)1( 


ww
t

 



J Nov . Appl Sci., 2 (11): 632-639, 2013 

 

634 
 

ytz   
022  tww  

2

118 


t
w

 

2

)1()1(
)1(

2 


ww
wtytzt

 

1
2

118



 w

z
w

 








 


2

118z
w

 

So, to calculate 
yx,

from z , we do as follow: 

2

)1( 


ww
t

 
tzy   
ywx   

Problems of method: 
1- Increase amount of arithmetic operations if increase count of numbers. 
2- Achieved number from more than two numbers is very large. 
 
Coding by Base 
 This new coding method uses base. The function takes a set of numbers and the base number for this set as 
input, and get a unique number as output.  
 Note that all numbers in the set must be smaller than base number. In other words, advantage of the method is 
that we could specify base number according to biggest number that can appear to the set, and by this way the 
coding number becomes small. 
The coding function by Base can be defined as follows: 
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Multi-Dimensional Matrices 
Introduction of Multi-Dimensional Matrices 
 Normal matrices that used in mathematical applications have 2 dimensions. Usually, we display rows by i and 
columns by j. 
 In the multi-dimensional matrices, dimensions of matrix is more than 2, so working with them is more difficult 
than normal matrices. 
Matrices are used to store tabular data, which often depend on several factors. For example, the stored data in 
two-dimensional matrices are dependent on two factors, or we can say that, we need two factors for defining an 
entry of a matrix.  
 Suppose we have a sequence of teachers of a university and a sequence of courses are taught at this 
university. We want to know what courses each teacher can teach. That university to decide what each courses will 
be presented to one professor. To display this information, we need a two-dimensional matrix that in its row we 
have name of teachers and in its column, name of courses (Table 1). Also we can do it for matrices with more than 

two dimensions. For example: if we want to show time of class that teacher teach a course, we can use a 3 

dimensions matrix. Each of dimensions of matrix shows one of its information, courses - teachers-time classes 
(Figure 2). 
 

Table 1. This matrix represents relations between teachers and courses of a university 
 Analysis Graph Chemistry Mathematical 

Delkhosh 0 1 0 1 
Darbandi 0 0 1 0 
Mahdian 0 0 1 1 

Khandan 1 1 1 0 
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 Experience has shown, in most cases, when length of rows increases, the ratio of zero data or useless data 
grows. For example, in above matrix (Figure 2), assume we have courses of various fields, and teachers from 
various fields, where each teacher can only teach courses in his fields, so we can see a lot of data in matrix have 
zero value. 
 
Sparse matrix is a matrix with many zero data. The important property in sparse matrix is that locations of useless 
data are specified. But in many of matrices, especially in the multi-dimensional matrices, locations of useless data 
are not specified exactly. So in many cases, we cannot use sparse matrices. Such as above example: offering 
courses in a university, until, all course not offered, and the professors are not set, locations of unnecessary data 
are unclear exactly. 
Now imagine matrices with more than 2 dimensions and great length for each row. You can see zero data are 
growing and we store this data but in practice we do not use of them. 
 

 
Figure 2. three-dimensional matrix with dimensions courses - teachers - time classes 

 
The amount of memory consumed by multi-dimensional matrices in computer 
 In language C++, the amount of memory consumption for an integer number is 2 bytes. Assume length of each 
row is 100 (in practice, we have many matrices with length of rows more than 100, as example above: number of 
courses in each university has more than 700). We show it in Table 2. 

 In table 2, we assume each entries of matrix are an integer number. Note that when we increase the 

dimensions of matrix, the amount of memory to store the matrix grows. Consider in 5-dimensional matrix, the 
amount of memory consumed is 18.63 GB, where there is not such RAM memory for a home computer, and in 6-
dimensional matrix, the amount of memory consumed is 1.82 TB, where there is not such RAM memory on any 
computer. 
 

Dimension The length of 
each row 

Total number of 
entries 

Consumer 
space(Byte) 

Consumer space 
(large unit) 

1 100 210  
2102  Kb 20.0  

2 100 410  
4102  Kb 53.19  

3 100 610  
6102  Mb 91.1  

4 100 810  
8102  Mb 73.190  

5 100 1010  
10102  Gb 63.18  

6 100 1210  
12102  Tb 82.1  

Table 2. The amount of memory consumed by multi-dimensional matrices in computer 

 
 Therefore, using of large-dimensional matrices and store them on computer with usual methods are not 
feasible and economical. 
 Here we assume that type of matrix entries is int. If we assume that type of matrix entries is long or double or 
object of a class or etc then the amount of memory consumed by a computer will grown. 
 As previously mentioned, most multi-dimensional matrix entries are zero or useless. One of techniques that will 
help storing large matrices is that we do not need store useless entries and just save entries that will be perform 
operations on them, in order to reduce volume of stored data. 
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 In this paper we represent a method by above technique that it can store huge multi dimensional matrices in 
RAM of computer easily and perform processing on them. 
 
Storing Multi-Dimensional Matrices by Coding Devices in a One Dimensional Matrix (Vector or List) 
 According to above, if we can save only entries that have information and ignore useless entries, then we can 
reduce volume of stored multi-dimensional matrix. 
To do this, we introduce a vector modeling of multi-dimensional matrix. 
If we consider a 4-dimensional matrix, we can say each entries of a 4-dimensional matrix include 5 properties: 
- 4 properties for represent index number of rows. 
- A property for value of stored data in entry. 
We can convert number of rows to a number by use of coding operation or converting several numbers to a unique 
number. Now there are only two properties for each entry of matrix. Thus, we can store entries by a vector or list. 
And if we sort the values of list according to coding number that obtained from converting number of rows, then we 
have a list or vector or one-dimensional matrix that sorted according to all number of rows. 

But, it is important which coding function is suitable where: 
1- All coded numbers, be unique. 
2- Obtained numbers are not too big, in order to store them in computer memory. 
3- Coding and decoding of numbers do not need long and complicated calculations. 
To answer this question, we have examined coding functions, which we introduced in the beginning. 
 
Pairing Function 
 Paring Function takes two numbers convert them to a number. It always gives us a unique number. So far it is 
appropriate for our system. But, for converting three numbers to a unique number, first two numbers have 
converted to a number, and then code generated number with third number, where this raises volume computation. 
Paring Function was defined as follow: 

1)12(2,  yyx x

 
Note that in this method, the first number reaches to the power of 2, that this can generate a large number. 
Now, for example, we will check number that produced for three numbers 32, 57 and 15 

 15,57,3215,57,32
 

039,239,921,4931)1572(257,32 32 
 

????????1)1152(215,394939212390 394939212390 
 

If you want to calculate the answer of last equation, even in advanced mathematics software like Mathematica and 
Matlab gives overflow error. 
Therefore, this method will produce a large number and it is not suitable. 
Gödel Function 
This coding method can simultaneously converts several numbers to a unique number. As follow: 

....7.5.3.2,...],,,[ dcbadcba 
 

Now, for example, we will check number that produced for three numbers 32, 57 and 15 

000,000,000,000,000,536,241,146,948,000,601,486,868,662,788,205

5.3.2]15,57,32[ 155732





 
As you can see, the obtained number is very large, and even it can not be stored in the long and double variables. 
Also, it is very difficult to decode and work with large number. 
 
Cantor Pairing Function 
In cantor pairing function as Paring Function, we need to code data two by two. 
Now, for example, we will check number that produced for three numbers 32, 57 and 15 

)15),57,32(()15,57,32( 23  
 

406257)15732)(5732(
2

1
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018,313,815)1154062)(154062(
2

1
)15,4062(2 

 
Coded number is much smaller than the value obtained in two previous methods. 
But, the problem of this method is that, when increase count of numbers (more than 3), grows the coded number 

and increase amount of computation. 
 
Coding by Base 
 In coding by base, we should already know the numbers (the row index) is not greater than a certain value. 
In example of three numbers 32, 57 and 15, we assume that the number indexes can not be more than 99, so we 

consider the base number 100. 
732,155100151005710032)100;15,57,32( 210 B

 
 As you can see, the obtained number is smaller than 3 previous methods, and the amount calculations are 
less. 
 Also, we know the generated codes will not be more than a certain number (as defined in array, we must first 
determine the length of array). That is, according to the base number and numbers, we can calculate the upper 
bound of the coding. For example, in above sample, the upper bound for three numbers with base 100 will be: 

999,999100991009910099)100;99,99,99( 210 B  
 I.e. biggest generated code number for three numbers with base 100 is 999999, where it can store in a long 
integer easily. 
 As another example, See Figure 3, data in a 3-dimensional matrix with the coding base was converted to a 
vector, and is stored in a less memory in a computer. 

 

 
Figure 3. Converting a 3-Dimensional Matrix to a vector by Base Coding 

 
Some of Applications of Vector Matrix (Matrix into Vector Conversion) 
Image Processing  
In Image Processing, we are dealing with data that includes three properties length, width, height and color. Also 
the data are considered for an image at the pixel level. Thus, for an image, we have a lot of data that must be 
processed. We can use four-dimensional matrix for displaying and saving data, where each row represents one of 
the properties of length, width, height and color. Because we work with a lot of data, we can use matrices that 
convert to a vector that it has less volume and working with them are easier. (Due to lower data) 
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Solving the system of equations  
 Solving the system of equations Ax = b such that A is a two-dimensional matrix has been talked a lot in 
mathematics. Now suppose that A is a multidimensional matrix whose count of dimensions is greater than two. In 
this case, to solve the system with current methods used for two-dimensional matrices are not suitable. Also, due 
to the high data, if we work with current methods in matrices, Processing time increases and high consumption of 
memory needed to store. But, if we convert the multi-dimensional matrix to a vector, and then we get the methods 
to work with this vector, which gives us the same answer, then either comes down processing time of algorithm and 
requires less memory than previous methods. 
 
Physical problems  
 In physical problems, Such as the problem of heat transfer in solids, we are dealing with data that includes four 
properties length, width, height and time. To solve them, we can use of Elements method. Thus, for an object, we 
have a lot of data that must be stored and processed. We can use a four-dimensional matrix for displaying and 
saving data, where each row represents one of the properties of length, width, height and color. 
 
Planning Courses  
 The technique described in this paper, is used in software that is written by authors. Suppose that, as the head 
of college or university, you're interested in scheduling the semester classes for your college or university. Now, 
you should check the many restrictions (Constraints such as: the count of classes, teaching duty hours, distance 
between each session, courses interaction in majors, courses interaction in terms, empty time of teacher, courses 
that proposed by teacher, count of session for each course, calculating the time of class of teachers and etc). 
These operations manually are time consuming. We stored this information in a four dimensional matrix. Any 
dimension of matrix in this case was considered: Courses, teachers, empty time teachers for courses, and Fields of 
study in semester. Then, using technique in this paper, the information is stored in memory and with genetic 
algorithm to find the optimum answer. 
It is clear that: 
The length of rows in some of dimensions is more than 1000. 
The complexity is very high. (Sipser, 2004) has written in his book: "Computer problems come in different varieties; 
some are easy, and some are hard. For example, the sorting problem is an easy one. Say that you need to arrange 
a list of numbers in ascending order. Even a small computer can sort a million numbers rather quickly. Compare 
that to a scheduling problem. Say that you must find a schedule of classes for the entire university to satisfy some 
reasonable constraints, such as that no two classes take place in the same room at the same time. The scheduling 
problem seems to be much harder than the sorting problem. If you have just a thousand classes, finding the best 
schedule may require centuries, even with a supercomputer.") 
According to, structure and relationship between restrictions, we cannot solve the problem with blocking or direct 

methods.  
For processing and problem solving, we should load entries of five-dimensional matrix in computer memory, and 
then perform operations and calculations on it, that it is not possible. Because if we want to use standard methods 
to store and process information, we will need More than 300000 GB of RAM in a computer. 
However, by the technique described in this paper, this problem can be ran and processed with a normal computer 
(With 2 GB RAM). Furthermore, because the generated code for each entry of the matrix are not very large (see 
Figure 3), they can easily to store in a variable of type long.  
 

CONCULSION 
 

 We can use the techniques described in this paper for convert a multi-dimensional matrix to a vector. With this 
work, we can reduce the memory required to processing and storing a large multi-dimensional matrix, and we can 
solve many application problems (Such as Image Processing, Data sending, Wireless data sending, Study of 
physical problems in three dimensions and above, and etc.) and even solving some of the problems that are hard 
to solve (Such as Planning Courses). 
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